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This Photo by Unknown Author is licensed under CC BY-NC

Main Pillars of Industry 4.0

ETL  - provisioning 
data that is ready to 
use!

MQTT/CBOR

Smart Test Cell ++

Replay
Engine

HIR
Traceability

Presenter
Presentation Notes
The backend does not fit cleaning into the three Pillars.  A key component is the need to adapt and react to the immediate data often based on a historical perspective.i.e. Sensing, Communicating, Adapting, Reacting, Predicting (ERP, Equipment)The “Tools” are not a constant and as such systems to monitor, track and manage resources is also required.  We have a lot of capability today but it is siloed automation and it is not smart.  A lot of effort is required to optimize the system.  Often the needed smarts are integrated into the device test program.  This custom integration by product can make changes difficult and lengthy to integrate into a factory. HIR - https://www.semi.org/en/communities/hir      Test Technology https://eps.ieee.org/images/files/HIR_2020/ch17_test.pdf   Section 9: Data Analytics

http://www.pngall.com/building-pillar-png
https://creativecommons.org/licenses/by-nc/3.0/


3

RITdb

Expectation of Smart Mfg for Backend

• Faster response time
• Improved Quality
• Improved Utilization
• Democratization of the data

• Test Floor is a data lake…  
• Easy insertion/easy use
• More data sources for more precision decision
• Better Monitoring

• Traceability
• Integration of Legacy Equipment 

Presenter
Presentation Notes
Traceability  MaterialEquipment  (HW/SW)Hardware (boards/contactors/..)Steps/RecipesWIP/MESUtilization  (Prediction )LogisticsOEE/OEUPlanning  (short vs. Long)Maintenance
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HIR Adapt ive  Test  
Model

Big Data Universe
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Mult i -Agent  System

Backend Data flow

Presenter
Presentation Notes
This diagram depicts a single product flow within one company.  The actual flows can be quite varied,  multiple factories, data types, products, test cell configurations, etc.   All of which must be collected aligned and analyzed.The Backend is chaotic.  The “process” flow (within factory, across factories, internal/external, …) ,  the test cell  (type, resources, software, ..),  the product … is constantly changing.     Aligning and tracing data is difficult.   The factories are a mix of legacy and modern equipment/products/software.     
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timel ine

How did we arrive at RITdb

2007-2012
2007 SEMI STDF Standard 

published

2010 Aligned with ITRS Adaptive 
Test Working Group

2011 CAST Survey
Proposal to use SQLite

2012 – CAST WG: Next 
Generation STDF.  

2014-2016
2014 Start of document and 
creation of first translators

2015  Start of RITdb and TEMS 
Alignment + Inclusion of E142 

Model

2016 RI POC for STDF to RITdb

2016 TI POC for OEE Streams
Start of Streaming RITdb

2017-2019
2017 TI POC ATE Equipment 

Resource Tracking

2018 Xcerra POC for container 
and validator

2019 RITdb Task Force

2019 Advantest POC for native 
RITdb with TI

2020-2021
2020 PCM Test Study

Expert System for Rule Evaluation

2021 Genealogy Tracking 
Experiment

2021 First SEMI Standard for 
RITdb

Cycle 4 
Ballot

Presenter
Presentation Notes
Timeline �2007 SEMI standard for STDF   Added scan support /Work started on memory test inclusion /economy crashed ��2010 Stdf next generation started - STDF needed common data definitions, extensibility, updating ��2010 SEMI started CAST and took over stdf effort �2010-12 CAST Test Cell Communication Workshops held �Surveyed members on need for standards #1 concern was data.  #2 adaptive test support ��2010 Aligned with ITRS Adaptive test working group �5/12/2011 CAST Survey results showed data collection and use was #1 �2012 focused on STDF Next Gen �Initial proposal to use SQLite  2011 �2014 start of standard document �2014 first translators �2015 start TEMS alignment (start of TEMS effort) �2015 inclusion of E142 model �2016 Roos Inst POC for stdf - RITdb �2016 TI POC for OEE streams, start of streaming RITdb �2018 Xcerra proof of concept for container and validator �2019 Advantest POC for native RITdb with TI �2020 Parametric Test study �2020 Expert system for rule evaluation POC �2021 Genealogy tracking experiment �2021 First SEMI Standard for RITdb
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Biggest Concer ns when 
implementing a Test Cel l

CAST Member Survey (2011)   
1. Data
 ETL necessary for the wide variety 

of data in the back end. 60+% 
 First focus is on data availability.
 Shared data model will reduce the 

ETL issue
2. Adaptive Test
 Issue is the scope of the cells and 

variation of flow.
 Wide variability of algos, accessing 

the data, & response time.
Opportunity identified was for data management.

Presenter
Presentation Notes
Finally found a image for this.  RITdb would cover 60% leaving the problem and its �analysis 40% to the domain expert.  Would say that the plan would be for the AT to �do that 40%.  Without RITdb the ATs would be building the 60% for each project or �at least for each AT.
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#1 Prior ity

RITdb Container

• SQLite
• Can be queried using SQL
• No SQL narrow table
• Can be machine validated against spec.
• Attached metadata for provenance
• Validated with many STDF examples

Presenter
Presentation Notes
Table holds all types of data 
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RITdb Data Container: datalog example

PIR/PRR = test_event

PTR => test_info
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Provenance

• Source Identity
• Who created the data

• Integrity
• Is it the data they created

• Security
• Who can access the data

• Classification
• Grouping by some characteristic
• Source, content, type, product,time,….

• Lineage
• Where it has been and what happened to it

Presenter
Presentation Notes
Provenance is what provides the ability to trace the data, the lot, the unit, ….
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More than just  test  data

Evaluation of Other Data Types
• Validated in POC

• Probe
• Final Test (Singulated/Strip)
• Equipmentlog (ATE – 10+)
• Traceability
• OEE Events 

• Designed – to be tested
• E142 (HIR)
• PCM  (WAT, inline electrical)
• SLT
• Equipmentlog (other)
• Large digital Test Data
• AI/ML structures
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#2 prior ity

Adaptive Test
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Streaming RITdb is a flexible, extendable system with  
the ability to collect and act upon data in real-time.

Real Time data system modeled on M2M IOT enabling Plug and Play for tools and test 
support applications.  Data is bi-directional.

Standard addresses data streaming, transport and storage.   i.e. supports generation and 
access to real-time streaming data as well as batch data (history)

Allows for data from different producers to be merged and synchronized, and then 
delivered to consumer.      Can be run in parallel with existing systems.  

Supports data security and integrity as well as allowing addition of new types of data 
without impacting existing model

Data is distributed, integrates with Adaptive Test Model and Big Data 

14
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Industrial Internet of Things enables Adaptive 
Test 

IEEE Electronics Packaging 
Society HIR (Heterogeneous 
Integration Roadmap)

RT data

Evemts

Sensor Data

Historical Data

Decisions                       

on Tester analytics

Events come from many sources: 

ATE, OEE, Handler/Prober, Test Cell Control
MES, Automation Systems, …..

Presenter
Presentation Notes
“Adaptive test has two scopes:The Historical Scope: Make disparate data obtained from many different sources available on demand while dealing with issues of sharing, trust, and data security amongst all database users.The Immediate Scope (Now): Enable real-time decision making about processes and parts moving through the manufacturing process based on process history, results, and feedback.“Statistical Process Control enabled Feed forward-> yield of probe affects FT testsScope:Die,Wafer,Lothttps://blog.semi.org/technology-trends/ritdb-the-interplanetary-database-for-manufacturing
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RITdb Opportunities:

Add ability to stream information from all parts of a 
test cell.
• Cell controller – record key information/decisions 

from cell control.
• Handler/Prober – monitor critical settings, recipe 

setup,…
• Tester – Monitor tester diagnostics/calibration and 

integrate with operations when potential issue is 
identified.

• Sensors – Integrate sensor events with test 
events.

• And much more….

Test Cell

Cell 
Controller

Tester

MISC
Resources

Sensors

Handler/
prober

MES
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RITdb Beyond the Test Cell:

Add ability to stream information from anywhere
• Record Maps and product transformations.  i.e.

wafer die to Strip location, Strip to Tape & Reel,  
die to multi-product packages,....

• Generate events across backend flow.  Allow 
better alignment between probe, assembly and 
test.

Backend  
Factory

Maps

Ship

Other…

Test

Assembly
Equip

MES

*A/T  = Assembly & Test 

RITdb can be applied across the eco system not just the test cell.
*** Backend: from PCM to Ship

Presenter
Presentation Notes
Probe, Assembly and Test.
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• RITdb Features
• RITdb Containers and/or streams of data 
• Capable of integrating batch data with 

individual streams

• RITdb bi-directional messaging 
• Exchange information between Test cell and 

anything else connected to RITdb (data or 
control)

• Enables operational control and data 
analytics

8/11/2021

RITdb – A foundation for Smart Manufacturing Backend Data

Logical Model for a 
Test Cell RITdb
Environment

Build upon IoT architecture using 
MQTT messaging protocol 
 Modern open source message based communication   

enables plug and play tools and applications 
 Adds layer of security with private/public key sharing 

rules 
 Easily integrates into Big Data infrastructure 
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POC - Applications
POC (completed/active)
• RITdb Tools
• ATE Equipment Resource Tracking
• Data Visualization 
• Replay engine
• Rules Engine
• Traceability
• ATE Clients (JAVA, C++, Python)

POC (Planned)
• SLT
• Bench Testing
• Cell Topology
• Data Analysis Scaling
• Failure Recovery/Updates
• Security/Encryption 
• Big Digital
• AI/ML 
• Robot Integration
• Cloud Integration 

Presenter
Presentation Notes
RITdb Tool - STDF translator, Data Viewer,  Query Tool, ValidatorData Visualization - OEE Test Status, Datalog monitor, Wafer and FT Bin Maps, History vs Now
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RITdb Task Force

Next Steps for RITdb Standard
• RITdb Ballot - Cycle 4

• Voting Period Starts: Wednesday, April 28, 2021
• Voting Period Ends: Friday, May 28, 2021

• Event Message Standardization
• Machine Learning Support


